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Abstract 

 

This research uses an interpretive case study strategy to investigate how big data affects tax 

audits in Indonesia, both with regard to tax audit management and policy, and to tax auditors’ 

individual audit assignments. The study reveals that the impact of big data on tax audit exists 

in two aspects. First, at audit policy level, big data is used as part of risk analysis in order to 

determine which taxpayers should be audited. Second, at the individual tax audit assignment 

level, tax auditors must utilise big data in order to acquire and analyse data from taxpayers and 

other related parties. Big data has the following characteristics: it involves huge volumes of 

information, it is generated at a high velocity, it includes a wide array of data types, and it 

contains high uncertainty. Big data can be analysed in order to reinforce the results gained from 

risk engines as a part of a compliance risk management system at the audit policy level. 

Meanwhile, at the individual tax audit assignment level, empirical evidence shows that tax 

auditors may deal with: (1) large volumes of data (hundreds of millions of records) that 

originated from previous fiscal years (historical records); (2) variations in the format and 

sources of data acquired from taxpayers which, to some extent, may be giving an auditor the 

authority to request data in a format that suits their analytical tools—with an inherent risk that 

the data can only be acquired in its native format; (3) data veracity that requires the tax auditors 

to review data sources because the adopted data analysis techniques are determined by the 

validity of data under audit. The main benefit expected to be gained from the implementation 

of big data analytics in respect of tax audits is the provision of valid and reliable information 

that evidences that taxpayers are compliant with tax laws. 
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1. BACKGROUND AND RELATED WORKS 

 

Tax audit is one of the main features of tax administration. It is conducted in order to determine 

whether taxpayers have paid their taxes in accordance with the tax laws. As with any other type 

of audit, such as financial, compliance, or operational audits (see, for example, Arens et al., 

2017), one of the crucial stages of a tax audit is that of evidence collection. In recent times, 

electronic data has become the dominant type of evidence of business transactions due to the 

extensive implementation of information technology (IT) in the business environment. 

Electronic data, in this context, has also evolved into big data. The term “big data” is used to 

describe a huge volume of data that has a rapid growth rate and is presented in various formats 

that cannot be processed using traditional data processing tools (Edery, 2016; Luisi, 2014; 

McAfee et al., 2012; Microsoft & PricewaterhouseCoopers [PwC], 2018; Organisation for 
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Economic Co-operation and Development [OECD], 2016b; Schroeck et al., 2012; Vasarhelyi 

et al., 2015). 

 

In global tax administration practice, big data is one of the most critical issues being discussed, 

particularly as it relates to the development of the digital economy (OECD, 2015). Several 

studies explain how tax authorities have begun to harness its powers within their tax 

administration business processes. Big data plays a significant role in a number of tax 

administration functions, including risk analysis, tax compliance monitoring, law enforcement, 

dispute resolution, and upstream compliance (Chen et al., 2015; Cockfield, 2016; OECD, 

2016a; Veit, 2019). Moreover, Dimitropoulou et al. (2018) propose a framework in which big 

data would be utilised as part of the tax dispute settlement procedure using the mutual 

agreement procedure scheme. On the other hand, Brink and Hansen (2018), and Volvach and 

Solovyev (2018), emphasise how taxpayers could use big data to identify their tax risks or 

develop their tax planning activities. 

 

Consequently, the existence of big data requires tax authorities to process and analyse 

electronic data, and to communicate the information acquired as competent and adequate audit 

evidence. Indonesia’s tax authority, the Direktorat Jenderal Pajak (DJP), or Directorate General 

of Tax, is in the same situation (DJP, 2017; Djuniardi, 2016). The most critical issue is how 

tax auditors in Indonesia handle big data when conducting tax audits (in term of collecting and 

analysing audit evidence). Under the provisions of Law 6/1983 and its amendments, which 

concern general provisions and tax procedures (hereinafter “KUP law”), the DJP is authorised 

to collect evidence (including electronic data) in order to assess taxpayers’ compliance. The 

assessment is conducted through a tax audit, in which the tax authority tests the evidence that 

it has collected. The result is a tax provision that states whether the tax payments that have 

been made are appropriate, underpayments, or overpayments, so that adjustments can be made. 

In its Information Technology Blueprint, the DJP states that big data analytics is one of the 

pillars of information and communication technology development that support the tax 

administration process (DJP, 2015). Accordingly, the DJP (in its internal training material) and 

Djuniardi (2016, 2018) explain that the DJP gradually selected several sample cases in which 

to utilise big data. These cases involve the identification of transactions for tax evasion 

purposes using transfer pricing schemes, value-added tax (VAT) invoice fraud, and asset 

tracing for tax arrears collection purposes (DJP, 2022; Sakti, 2021). 

 

Based on the explanation above, it is necessary to explore how big data affects tax audits in 

more depth. This paper will use the Indonesian tax administration as a case study and examine 

how big data influences tax audits, both at audit policy level and at individual tax audit level. 

Indonesia was selected because of its significant economic size when compared to other G20 

countries (see, for example, The Jakarta Post Editorial Board, 2019; G20 Sherpa Indonesia, 

2019) and its successful tax reforms (see, for example, Lewis, 2019). Moreover, this study will 

help the Indonesian tax administration's stakeholders to understand how the Indonesian tax 

authority deals with big data issues when conducting tax audits. This study is an interpretive 

case study and is expected to explain the empirical situation by interpreting the authors’ 

experiences, knowledge, and perspectives, while utilising verification procedures adopted by 

relevant disciplines. 

 

Tax authorities must determine which taxpayers should be audited, based on limited resources. 

Consequently, they can only conduct audits in respect of a small number of registered 

taxpayers. The typical approach used to select taxpayers for audit is based on non-compliance 

risk analysis. Therefore, the tax authority requires adequate supporting data (OECD, 2004; 
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Pratomo, 2018). The next crucial issue faced by the tax authority is how to prepare an audit 

programme, particularly in respect of the acquisition and testing of audit evidence. Many 

factors determine an audit programme’s design. One of the essential factors is the availability 

of data, both from taxpayers and other related parties. 

 

The paragraphs above describe how tax authorities in many tax jurisdictions take the initiative 

to utilise big data in order to support their tax administration process, including tax audits. The 

following questions may then arise: what is big data and how can the use of it help tax 

authorities to perform their function? 

 

According to Diebold (2012), the term “big data” began to be used by scholars and IT 

professionals, such as himself, John Mashey, Sholom M. Weiss, Nitin Indurkhya, and Douglas 

Laney between 1998 and 2001. The most referenced definition of big data is Gartner’s4, which 

is based on Laney's (2001) notion. According to Gartner, “big data is high-volume, high-

velocity and/or high-variety information assets that demand cost-effective, innovative forms of 

information processing that enable enhanced insight, decision making, and process 

automation”. Some scholars have tried to provide a comprehensive definition of big data. The 

definition proposed by Hu et al. (2014) attempts to cover several points of view: 

 

(1) an “attributive“ definition, as first noted by Laney (2001), which is popular as “the 3Vs” 

(“increasing volume, velocity, and variety”) (Hu et al., 2014, p. 654). Gantz & Reinsel (2011) 

then added “veracity” (so the definition became “the 4Vs”) to show that the content of big data 

has various degrees of validity that require data scientists to take a different approach when 

testing it; 

(2) a “comparative” definition (see, for example, Manyika et al., 2011), i.e. big data deals with 

a huge volume of data that cannot be managed by common database software; 

(3) an “architectural” definition (see, for example, Chang et al., 2018): big data is an efficient 

processing method when traditional database approaches and tools cannot be used due to data 

volume and velocity. 

 

It is essential to note that big data is not a substitute for the relational databases or data 

warehouses that have been used to manage organisational data so far. Instead, it expands the 

data types, and the storage and search procedures available (Hu et al., 2014; Manyika et al., 

2011; OECD, 2015). One big data characteristic that also applies to traditional databases is the 

considerable volume of data stored. In this context, several parties from both the industry and 

academic fields have proposed a solution known as the very large database (VLDB). This 

solution tends to take a “scale up” approach, in which the underlying relational database is 

continuously developed via additional hardware capacity, especially computer memory and 

storage systems. On the other hand, there is also a solution that tends to take a “scale out” 

approach. The development of data management capabilities also considers the diversity of 

data formats, which is not always in the form of interrelated tabular data but sometimes in the 

form of document networks. 

 

Indeed, in the IT field, the terms “volume” and “speed” become relative. Diebold (2012) states 

that, in the field of econometrics, any more than 200 gigabytes (GB) of data is considered to 

be a large data set. However, in physics, experimental data sets usually contain much larger 

amounts of data. For example, according to Gaillard (2017), during Higgs boson particle 

 
4 https://www.gartner.com/en/information-technology/glossary/big-data 
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research, particle collisions produce about 1 petabyte (1 petabyte = 1,000,000 GB) of data 

within one second. Helskyaho (2017) even claims that data is considered to be big “when 

traditional processing with traditional tools is not possible due to the amount or the complexity 

of the data” (Slide 21). Moreover, the term “big” should not only be interpreted as “large in 

volume”, which would be relative in this circumstance because it would depend upon the 

computing environment being used. 

 

In the authors’ view, the use of the term big data is more about the capability of data 

management tools to deal with more data types or formats in much larger sizes, while 

maintaining processing speed and ensuring data validity. Previously, organisations stored 

structured data within relational databases in tabular form and only included limited data types, 

such as numbers, text, and dates. Big data repository tools are able to manage advanced data 

formats, such as spatial data, global positioning systems (GPS), clickstreams, sensor devices, 

log files, images, audio files, videos, and other forms of unstructured data, as well as traditional 

data formats (Hu et al., 2014; Podesta et al., 2014; Vasarhelyi et al., 2015). 

 

At the same time, the speed of data growth makes data volumes even larger. The increasing 

variety of inputs is not limited to traditional hardware, such as keyboards, mice, and barcode 

readers, but also includes sensory equipment connected to the network (known as the “Internet 

of Things” or the IoT). A couple of years ago, data input was performed only by the end user 

(i.e. human action). Various types of new hardware, such as sensors, generate data, thus data 

size increases exponentially. Consequently, IT specialists cannot rely on the traditional 

relational database management system software that has been standard for organisational data 

management since the 1980s. More non-relational database models are now available, such as 

the graph model, columnar data, document, and multi-model databases (Helskyaho, 2017; Lu 

& Holubová, 2019). 

 

The following is a short illustration of how a typical transaction in our daily life, realised or 

not, involves the extensive use of big data. Someone uses a social media platform. In their 

timeline, there is an offer for a coffee maker from an online store that sells products via an e-

marketplace. The user presses the “like” button and visits an online store using the link 

provided. A few moments later, after clicking a few times to see photos of, and videos about, 

the coffee maker, the person decides to buy it. They use a delivery service from a ride-hailing 

courier provided by the e-marketplace partner. The purchaser then pays for the coffee maker 

using a mobile banking application that is integrated with the e-commerce platform. About five 

hours later, the courier delivers the coffee maker to the buyer’s front door. The buyer checks 

their new coffee maker to make sure that it works properly, then uses their smartphone to 

confirm that they have received the goods. That simple transaction involves the creation of 

hundreds (or even thousands) of data records by each party involved. 

 

This type of transaction can happen thousands or even tens of thousands of times in one day 

on just one e-commerce platform. Each transaction may create dozens or hundreds of rows of 

data that are stored by the various parties associated with the transaction, including e-

marketplaces, banks, ride-hailing couriers and mobile phone operators. In short, that is how big 

data works and grows. Data proliferates in various formats, including customer profile photos, 

product videos, clickstreams, the buyer’s GPS location, and details of the delivery route taken. 

Data validation also happens in many ways: payment transaction data must be precise, for 

example, while ride-hailing couriers may receive delivery route suggestions via their 

smartphones. This illustration depicts how the digital economy works. Tax authorities must 

also find ways by which to capture the data generated from every single part of each 
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transaction. By collecting the data from the transaction above, for example, tax authorities can 

assess how every party involved complied with the tax rules for any combination of the size, 

type, and validity of the data. 

 

Hence, from the authors’ perspective, big data is a collection of data that grows very fast 

because it is generated from many sources. It comes from known input devices (e.g., mice, 

keyboards, scanners, QR-code/barcode readers, electronic data capture machines, and so on) 

and interconnected sensory devices within communication networks. The development of the 

data processing technology landscape has enabled the development of what we called big data 

when it was first introduced a decade ago. Big data is the data that we currently generate every 

day; data itself is now big data. Most people have used it whether they realised it at the time or 

not. Today, the main challenges arising from the use of big data involve how to facilitate the 

convergence and standardisation of devices and tools relating to it, so that the data can be 

analysed quickly (Helskyaho, 2017; Hu et al., 2014; Lu & Holubová, 2019). 

 

As a result of big data’s characteristics, tools and frameworks are required in order to prepare, 

process, and analyse it. Therefore, some studies discuss big data analytics as part of the wider 

business process (Alles & Gray, 2016; Davenport & Harris, 2007; Houser & Sanders, 2017; 

Pijnenburg et al., 2017; Santos et al., 2018; Tian et al., 2017). Big data analytics, in principle, 

also uses frameworks that are already available: (1) descriptive (in order to obtain data 

distribution); (2) diagnostic (in order to integrate data and identify relationships between data); 

(3) predictive (in order to make predictions based on existing data); and (4) prescriptive (in 

order to present suggested actions based on data collected (Richardson et al., 2019). The main 

difference in the way in which traditional databases (structured data) and big data are analysed 

stems from the capabilities of the tools used for the analysis. Big data analytics requires tools 

or devices that can deal with large volumes of data. For example, Microsoft Excel can only 

access up to one million rows of structured data. Therefore, we cannot use common spreadsheet 

tools like Microsoft Excel to process big data. Instead, we are required to utilise big data tools, 

such as R, Stata, Tableau, Power BI, or SAS (OECD, 2016b; Richardson et al., 2019). 

 

Tax authorities can use big data analytics to conduct tax audits in order to assess taxpayers’ 

compliance. Some experts also point out that data analytics, whether descriptive, diagnostic, 

predictive, or prescriptive, can be used at all stages of audits (selecting the auditees, preparing 

audit programmes, and performing both tests of controls and substantive audit tests) (Alles & 

Gray, 2016; Intra-European Organisation of Tax Administrations [IOTA], 2016; Kundu & 

Kundu, 2016; Mehta et al., 2019). In the same vein, the OECD (2016a) shows that using 

advanced analytics with large data sets will improve accuracy when selecting taxpayers for 

audit. 

 

In the first part of this paper, the authors have discussed the background, related works, and 

purpose of the study. In the second part, they will explain the research methodology. The third 

section describes the audit function in the Indonesian tax administration system in order to give 

context to the discussed case. The fourth section includes the analysis and discussion of the 

research findings. In the last part of the paper, the authors present their conclusions and discuss 

the contribution made by the study to the literature. 
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2. METHODOLOGY 

 

This study utilises a qualitative research method. It includes interpretive case studies, and the 

authors used documentation and interviews to collect the data. It explains the meaning of 

social-organisational phenomena in the context of their environment and complements the 

researchers’ emic (insider) perspectives (Bakker, 2010; Creswell, 2013; Hartley, 2004;  

Johannesson & Perjons, 2014; McKerchar, 2008; Yazan, 2015; Yin, 2018). The use of 

interpretive case studies allows the researchers to explore the various meanings of the 

investigated cases in order to acquire a deep understanding of them. The researchers can then 

use their experience and knowledge to interpret these cases. Oates (2006) clarifies that 

interpretivism in IT-related research is concerned with the social setting of innovation, how IT 

is built by individuals and, moreover, how IT impacts individuals. This social focal point 

recognises that all conclusions are epistemological by nature. This type of research will enable 

us to acquire knowledge that is structured in such a way and can,  to some extent, be applied to 

different cases by considering any surrounding contexts (Howcroft & Trauth, 2004; Klein & 

Myers, 1999; Walsham, 2006). 

 

This study uses data acquired from interviews and documentation. Informants were selected 

using the interview approach taken by Salijeni et al. (2019). The authors used the snowballing 

method based on the recommendation of a key person (key informant) who participated in 

specific focussed group discussions organised by the DJP’s Tax Audit Directorate. The group 

discussed how electronic data affects tax audits. The author was invited to the discussion and 

obtained permission to interview the informants for the study. Using the snowballing approach, 

the authors identified informants who had adequate credibility and capacity in respect of the 

study’s topic. The authors approached potential informants and asked them whether they were 

willing to be interviewed. Once they agreed, the interviews were conducted. Due to some 

limitations (primarily related to the informants’ time availability), the authors were required to 

contact some informants later for additional information via online communication channels, 

such as email and the WhatsApp instant messaging application. Table 1 consists of a list of 

research informants. The interviews were conducted in compliance with data confidentially 

provisions as regulated by Article 34 of KUP law. On the other hand, the documentation studies 

were conducted using tax administration documents in a broad sense, including legal rules, 

standard operating procedures, annual reports, training materials, and system application 

manuals (see Bowen, 2009; Coffey, 2014; Olson, 2010). 

 

Table 1: List of Interviewees as Research Informants 

 

Code Role 

TA1 Senior tax auditor; e-auditor,  i.e. a tax auditor who is assigned by the DJP (Decree 
Number KEP 20/PJ/2019) to gain understanding of the taxpayers’ information 
systems, and to acquire and convert electronic data in order to carry out tax audits. 

TA2 Former tax auditor and e-auditor. Now a lecturer at the Indonesian Ministry of 
Finance’s tax academy. 

TA3 Tax officer assigned as a digital forensics specialist within a preliminary tax crime 
investigation (pemeriksaan bukti permulaan) task force.  

TA4 Section head in the area of tax audit policy. 
TA5 Head of a tax office.  
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3. TAX AUDIT POLICY AND TAX DATA MANAGEMENT: THE CONTEXT OF 

THE CASE  

 

The Indonesian tax administration embraces a self-assessment system. The system is applied 

to taxes administered by the central government, such as income tax, VAT, stamp duty, and 

land and buildings taxes for the forestry, fishery, and mining sectors. KUP law mandates that 

taxpayers can calculate the amount of tax that they owe. Simultaneously, the law also 

authorises the DJP to conduct tax audits in order to verify the accuracy of taxpayers’ 

calculations and ensure tax compliance. 

 

In this section, the authors will highlight the interplay between tax audit and tax data 

management policies in order to gain a comprehensive understanding of the context. Tax audit 

is the responsibility of the Minister of Finance, who delegates it to the DJP. The DJP is 

responsible for establishing tax audit procedures, as stipulated in Article 31 of KUP law. The 

delegation is stated in Regulation of the Minister of Finance Number 17/PMK.03/2013 and its 

amendments (hereinafter PMK-17), which concern audit procedures. PMK-17 includes: 

 

(1) policies for determining the criteria used when selecting taxpayers for audit; 

(2) tax audit standards, including general standards (relating to tax auditor qualifications), audit 

implementation standards (relating to tax audit plans, audit programmes, and audit 

supervision), and reporting standards (relating to the preparation of audit reports); 

(3) the obligations, rights, and authorities of both taxpayers and tax auditors when tax audits 

are being conducted; 

(4) various procedures relating to tax audits, including document borrowing and electronic data 

acquisition procedures. 

 

Subsequently, the DJP issued some circular letters (tax audit policies and technical guidelines) 

that act as implementation guides for PMK-17. For example, Circular Letter No. SE-

15/PJ/2018 was issued in order to renew the existing tax audit policies. Generally, tax audit 

policy in respect of the selection of taxpayers for audit requires tax offices to establish a list of 

prioritised taxpayers. Each list is then reviewed and validated by the audit planning committees 

at regional tax office and DJP head office levels. The validation criteria are non-compliance 

indication and mode, tax potential, and tax debt collectability level. Meanwhile, the DJP 

published Circular Letter No. SE-24/PJ/2019, which concerned the implementation of 

compliance risk management (CRM) as part of the wider tax administration system. The output 

generated from CRM can be used for tax audit policy purposes. 

 

Tax data management is a crucial part of the data collection process, helping to ensure that the 

selection of taxpayers for audit is implemented according to PMK-17 and Circular Letter No. 

SE-15/PJ/2018. Figure 1, as modified from a presentation by Djuniardi (2018), illustrates how 

tax data management supports the implementation of tax audit policy. The figure depicts the 

data flow and the functions that use the flow. 

 

As illustrated in Figure 1, the tax data management system in Indonesia has several layers. The 

first is the data sources layer, which contains data from all sources. This layer is often called a 

data lake (see, for example, Devlin, 2018). Most of the data in the layer is acquired from 

taxpayers in the form of tax administration reports (such as taxpayer registration forms, tax 

returns, tax payment receipts), complaints (such as tax objection letters), and other tax 

administration service applications (such as tax clearance certificate requests). In addition, 

KUP law also requires other institutions, such as land administration offices, and banks and 
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other financial institutions, to send data to the DJP on a regular basis. Meanwhile, the DJP is 

also developing its own database by collecting data from other sources, such as social media 

platforms and tax intelligence practices. 

 

Figure 1: Tax Data Management 

 

 
  
Source: Adapted from Djuniardi,  2018. Used with permission. 

 

The second layer is the enterprise data warehouse layer, where the results from the data 

ingestion and transformation processes are managed. This layer also applies data governance 

to ensure that access to the data is granted according to the information security policies. The 

third is the analytic tools layer, which consists of analytical tools used for tax administration 

functions. This layer uses some (big) data features in combination with data that has been 

processed through the enterprise data warehouse layer in order to conduct taxpayer compliance 

risk analysis. This analysis creates a list of taxpayers to be audited and provides details of the 

rationale for their selection. There can also be interplay between compliance risk analysis and 

tax audit policy. On one side, tax audit policy determines how compliance risk analysis 

algorithms work. On the other side, tax audit policy uses compliance risk analysis’s output for 

policy formulation purposes.  

 

The fourth presentation layer is the data visualisation layer. This consists of information 

dashboards, in aggregate and in detail, for each tax administration function, so that the 

information can be directly executed (for example, in order to issue tax audit assignments or 

form data marts (analytical cube or data models). Alternatively, the visualisation layer can be 

reprocessed to suit the needs of end users working in tax audit management. 

  

The DJP has also published several circular letters containing technical guidance for tax audit 

fieldwork, as exhibited in Table 2. These circular letters show that electronic data has become 

part of the tax audit ecosystem, so tax auditors must also be prepared to handle big data. 

Consequently, tax auditors are required to have specific skills in order to prepare, process, and 

analyse big data as part of audit assignments. 
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Table 2: List of DJP Circular Letters Related to Tax Audit Policy Implementation 

 

Number Concerning 

SE-10/PJ/2020  The use of the audit desktop application for detailed arrangements of the tax 

audit’s implementation stages. The audit desktop application is the audit 

application used by the DJP’s tax auditors for audit assignments, including 

preparation, implementation, and reporting activities. The implementation of 

the audit desktop application can, indirectly, be considered to be tax audit 

business process engineering because the application, in some ways, 

integrates tax audit workflows.  

SE-10/PJ/2017 Tax compliance audit guidelines which regulate: 

(1) how to understand taxpayers’ information systems; 

(2) how to get authorisation from taxpayers in order to access their electronic 

data processing equipment; and 

(3) how to obtain image files5 and hash values6 of audit evidence in the form 

of electronic data acquired from taxpayers.  

SE-25/PJ/2013 e-audit guidelines which regulate:  

(1) the assignment of an e-auditor as part of a tax audit engagement; 

(2) the e-auditor’s responsibility to process any electronic data acquired from 

taxpayers or provided by the other tax audit team members, and to provide 

such processed data in the format requested by the tax auditors. 

 

 

4. CASE ANALYSIS AND DISCUSSION 

 

This section will discuss the research findings obtained from the interviews. Five cases will be 

detailed using the presentation and analysis techniques described by Yin (2018). In this context, 

“case” refers to things scrutinised, such as organisations, departments, information systems, 

discussion forums, system developers, development projects, decisions, and so on (Oates, 

2006). Cases will be studied thoroughly using various data collection methods (interviews, 

observation, document analysis, and/or questionnaires). The goal is to obtain rich and detailed 

insights into how each case became part of human activity. 

 

Furthermore, the authors use an analysis technique that Diop and Liu (2020) describe as a 

“single setting case with multiple sub-cases” (p. 10). The single setting case is the implication 

for big data in the tax audit, while the multiple sub-cases are activities in the tax audit that are 

affected by the existence of big data. These sub-cases explore the use of big data, both at tax 

audit policy level and individual audit assignment level, by discussing: 

(1) risk analysis and its relationship with taxpayer selection criteria for tax audit; 

(2) how auditors extract audited taxpayers’ data sets when these are large and in multiple 

formats; 

 
5 An image file is an exact duplicate, or bit-by-bit copy, of electronic data that contains all artefacts, i.e. 

information or data created as a result of the use of electronic devices that show past activity, such as time of 

access, deleted data, data fragments, hidden files, and unused or unallocated space (Goldstein, 2019; McKemmish, 

2008; Montasari, 2017).   
6 A hash value is a value in the form of a combination of numbers, letters, or other characters with a fixed number 

of symbols generated by specific logical sequences and calculations (algorithms) for a set of electronic data. Hash 

values are used to maintain the integrity of the electronic data (Pethe & Pande, 2016). The DJP’s Circular Letter 

No. SE-10/PJ/2017 states that, in order for it to be used for audit evidence, electronic data acquired from taxpayers 

needs to be in image file format and a hash value must be generated for it to maintain its integrity. 
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(3) audit tests and data analysis workflows; 

(4) use of spatial data; 

(5) web and social media data extraction. 

 

The following subsections (4.1 to 4.5) describe the situations and the authors’ interpretations 

of the problems. In subsection 4.6, the authors use an interpretive point of view and, based on 

the various facts that have been described above, attempt to construct guidelines that can be 

used to gain understanding of how the Indonesian tax authorities deal with big data for tax audit 

purposes. 

 

4.1. Case 1: Risk Analysis in Audit Selection 

 

Tax audit policy emphasises the importance of selecting taxpayers for audit using all data from 

the DJP’s information system and facts obtained from observation and supervision activities. 

The utilisation of internal and external data when selecting taxpayers for audit generates a list 

of taxpayers. These can then be plotted on a two-dimensional graph with level of compliance 

and collectability on the axes. Therefore, data analysis should be performed to ensure that 

selected taxpayers meet the selection criteria. 

 

In this context, the risk-based audit selection system can use an enterprise data warehouse that 

has been developed by the data and information management function at the DJP. As 

previously described, the enterprise data warehouse aggregates and transforms tax compliance 

data, such as information obtained from tax returns and VAT invoices, and comparative data 

acquired from third parties. The DJP already configures big data as part of its data management 

processes for its administrative functions. Next, as mandated by Circular Letter No. SE-

24/PJ/2019 (which concerns compliance risk management), the system will generate a list of 

taxpayers to be audited based on a risk analysis conducted using various types of data stored 

within the enterprise data warehouse. 

 

Djuniardi (2018) reported that the use of big data for compliance risk monitoring is still 

ongoing, with some use cases7  being seen as “quick wins” for tax audit purposes and other law 

enforcement actions, including: 

 

(1) data matching analysis (data equalisation) between third party data and data from tax returns 

and tax payment data, including data relating to income tax and VAT; 

(2) network analytics to assess ownership and distribution relationships, so as to identify any 

related party or insider transactions; 

(3) deep analytics for data matching and pattern identification in order to detect VAT fraud. 

One method that fraudulent taxpayers often use when attempting to reduce payable VAT is to 

credit VAT input using void VAT invoices. 

 

The DJP’s ability to use the three processes mentioned above results from its hard work over a 

long period to ensure that all taxation data is submitted in electronic format. Its efforts in this 

area have been recorded since 2000 (see, for example, Darono & Irawati, 2015). Tax return 

(Surat Pemberitahuan, or SPT) data has begun to include e-payment, e-tax return, e-filing, and 

e-invoice initiatives, which are being implemented gradually as the process takes a long time. 

 
7 A use case is series of intra-organisational or inter-organisational activities that are presented in a diagram 

(known as a use case diagram) in order to explain the relationships between business processes, procedures, 

application systems, and users that, if executed, will produce specific outputs (see, for example, Booch et al., 

1998). 
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On the other hand, additional data from third parties (for example, banks, stock exchanges, and 

other financial institutions) became available as a result of the enactment of law number 

9/2017, which concerns access to financial information for tax purposes. This law was 

introduced in order to fulfil Indonesia’s obligation to carry out automatic exchange of financial 

information with fellow G20 members. This combination of factors provided the DJP with a 

large amount of data that covered various types of transactions, allowing it to carry out more 

in-depth tax audit risk analysis. The DJP immediately took steps to boost many of its 

organisational components, including its technology and human resource capabilities, in order 

to utilise big data for more in-depth risk analysis so as to determine tax audit targets more 

precisely. 

 

4.2. Case 2: Extracting Large Data Sets Containing Multiple Data Formats 

 

Interviews with TA-1 and TA-2 revealed that they had acquired all accounting data entries in 

the form of report files, spool files, or PRN files. These files are the electronic form of printed 

financial statements, so the structure, content, and file layouts are the same as the printed 

versions. The essential documents are general and supporting journals, general and subsidiary 

ledgers, and other relevant information that can be used to check taxpayers’ tax returns. Data 

extraction and analysis techniques are used to check these returns (Cascarino, 2017; Hunton et 

al., 2004; ISACA, 2011; Zuca & Tinta, 2018).  

 

TA-1, a senior tax auditor and e-auditor team member with more than twenty years of 

experience, stated that his most challenging audit assignment was when he received general 

ledger data consisting of more than ten million records. Meanwhile, TA-2, who worked as a 

tax auditor for more than ten years, related his experiences of dealing with several sources 

containing huge volumes of data. He was also required to handle various types of data source, 

including database management systems (known as DBMS), spreadsheets, and HyperText 

Markup Language (known as HTML) files. In order to deal with many types of data formats, 

auditors need to use a combination of data processing applications (for example, EmEditor, 

Power BI, and Python).  

 

From another perspective, TA-3 noted that he faced a further challenge: the need to consolidate 

reports generated by many branches because the audited taxpayer did not report the details of 

the consolidation procedure used. There was only a summary of the transactions report 

available in the taxpayer's head office. Thus, TA-3 had to carry out a detailed data consolidation 

procedure. Approximately 110 million records from the company’s branches needed to be 

analysed and tested. In another assignment, TA-3 stated that processing and analysing large 

report files also presented its own challenges if the data layouts were inconsistent. Moreover, 

when working with a report file that had a complicated layout pattern, the tax auditor is required 

to spend more time creating data extraction orders, so the execution of the data extraction query 

itself is slower. TA-3 mentioned that he obtained general ledger data with 16 million records 

in a report file format with a complicated layout that needed to be converted into a tabular or 

structured data format. 

 

These audit assignments reveal several of the challenges faced by tax auditors: 

 

(1) auditors need to use audit software that requires more powerful hardware support in order 

to perform various audit tests and data analysis tasks within acceptable timeframes; 
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(2) some data types and formats cannot be recognised and processed by specific audit tools, so 

tax auditors need to determine the audit tools that they can use while considering any other 

resources that they have.  

 

In order to anticipate possible device constraints (hardware and software) and tax auditors’ 

ability to acquire and process data, the DJP issued Circular Letter No. SE-25/PJ/2013, which 

stipulates that a tax auditor may request assistance from an e-auditor so that they can acquire 

and analyse electronic data as evidence for the tax audit that they are conducting.  

 

TA-1 needed to use the Audit Command Language (ACL) audit software package instead of a 

standard spreadsheet application because the financial data acquired from taxpayers was 

relatively large. TA-2 was unsuccessful in performing data extraction using a Power BI 

Desktop software package with 8GB of memory. The auditor finally managed to perform data 

extraction procedures using a more powerful computer with 32GB of memory. Meanwhile, 

TA-3 had to use the pandas software library and Python on a computer with 8GB of RAM in 

order to extract the data. Previously, TA-3 had used the same computer with the Power BI 

Desktop application installed, yet had not managed to complete the extraction process.  

 

The audit assignments described above illustrate how tax auditors face challenges relating to 

big data. Most of the time, data obtained from the taxpayer application system is in a ubiquitous 

format (such as report files). However, it is still important that the auditors understand the data 

layout. Moreover, if the data comes in various formats, the auditors should equip themselves 

with various tools suitable for use with the data. 

 

The DJP issued Decree KEP-251/PJ/2020, concerning the establishment of the taxpayers’ data 

integration team, in response to the evolution of taxpayer data management. It regulates 

cooperative compliance, which has been incorporated in the Indonesian tax system, in a broader 

scope. This provision also regulates tax audit functions relevant to cooperative tax compliance, 

such as general ledger tax mapping. However, it does not describe the technical procedures and 

data formats used to implement general ledger tax mapping in detail. In comparison, some 

authorities use the Standard Audit File for Taxation (SAF-T) approach, as proposed by the 

OECD (2004), or eXtensible Business Report Language (XBRL) (see, for example, Mousa, 

2011). Understanding how the tax authorities set the standards and data formats used for audit 

purposes in this era of big data will make it easier for tax auditors to map the tools and 

techniques needed in order to acquire and process electronic data obtained from taxpayers. 

 

Big data’s presence in tax audits is a natural symptom of the entire data management 

constellation for business purposes. Computer hardware, mobile devices, various types of IoT 

sensors, data communication devices, and computer networks—especially those developed by 

emerging economies—are becoming increasingly affordable. The dominance of open source 

software (including operating systems, programming languages, and database management 

systems) within all communities makes data flow even faster. As a consequence, computing 

applications and data processing are ubiquitous and, ultimately, generate big data. The result 

of this situation for tax administration functions, including tax audit, is that it is necessary to 

acquire and process large amounts of data incorporating various data types. A further 

implication, especially for tax audits, is that while, in the 1990s, only big business entities had 

the capacity to implement end-to-end IT systems, today even a start-up company can choose 

to use the most sophisticated information management system—one that ultimately stores its 

data in a big data configuration. Every tax auditor must be alert to situations like this. 
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4.3. Case 3: Audit Test and Data Analysis Workflow 

 

From the audit techniques perspective, data extraction and analysis (DEA) is the most suitable 

technique to use in order to test electronic data in the Indonesian tax administration system 

(Darono & Ardianto, 2016). DEA is a workflow that starts with data extraction and continues 

with data analysis. It is performed using various audit procedures designed in the audit plan 

and programme. Data extraction and analysis is a reliable tax audit technique that can, when 

used with the right audit tool to manage the size and variance of the data, be utilised to handle 

big data. 

 

The DEA workflow can be summarised as follows: 

 

(1) understanding the taxpayer system configuration and data processing applications; 

(2) acquiring and extracting data using appropriate audit tools; 

(3) performing data analysis using various audit tests, as stipulated in the audit plan. 

 

Tax audit standards, which mainly relate to the audit test, suggest that tax auditors perform 

duplicate and gap detection, data relation, and data range validation tests. Furthermore, specific 

audit tests can be performed to test audited taxpayers’ formal compliance, such as examining 

the timeliness and amounts of their withholding income tax payments, ascertaining whether 

they have met their VAT obligations (including crediting VAT input and under/overpayments), 

and confirming that their financial statements for commercial purposes and for tax purposes 

can be reconciled. 

 

One of the objectives of a tax audit is to assess whether each transaction complies with the 

applicable tax regulations. The process by which tax auditors extract data from taxpayers’ 

financial statements so that they can be analysed is as follows. The first step is to identify the 

data format. If it is structured data, it can be processed directly. Second, the data is summarised 

in a trial balance format according to the available chart of accounts. The auditor should be 

able to confirm all balances in the financial statement. Third, the auditor performs the validity 

test (such as a gap detection, a duplicate detection, or a validation of data range test). The 

purpose of this step is to ensure that the auditor is sufficiently confident that the data is valid. 

 

Next, the auditor will run the tax compliance test for every transaction. One procedure used by 

auditors is the keyword search. This extracts every transaction record that includes specific 

keywords. Subsequently, those transactions are checked to ensure that they meet the applicable 

tax provisions. For instance, a tax auditor might search for all records that contain the words 

“rent” or “lease”. Every record that matches the criteria will be examined, whether the 

applicable VAT and income taxes have been paid or not. 

 

Other relevant keywords can be added in order to generate more results. The issue that arises 

in respect of big data is how to extract unstructured data and transform it into structured data 

in order to facilitate data matching. Tax auditors must also deal with data veracity issues. These 

require auditors to prepare audit tests in order to ensure data validity. 

 

Several authors specifically address how big data analytics is related to audit programmes and 

tests. First, reconciliation between financial statements for commercial purposes and for 

taxation purposes can be carried out using diagnostics analytics techniques (see, for example, 

Richardson et al., 2019). This type of analysis will reduce the amount of time that it takes to 

complete a tax audit assignment. Our own observations show that it still takes a long time for 
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the tax auditor to produce a confirmed trial balance in order to reconcile the amounts recorded 

in each account detailed in the taxpayer’s financial statements and confirm that these conform 

with the relevant tax provisions. Second, data veracity issues can be overcome by implementing 

machine learning. Of course, this is not a task for the individual tax auditor. It is the DJP’s 

obligation to provide auditors with a tool that can ensure the veracity of the data obtained when 

producing audit evidence. Both practices will be easier to carry out following the 

implementation of big data analytics for tax audit purposes. 

 

4.4. Case 4: Spatial Data 

 

TA-5 discussed his experiences of the relationship between big data and the use of spatial data. 

Regardless of its size, spatial data can be generated by drones that conduct taxation data 

searches. The data can be used in tax administration functions, including tax audits. John 

Villasenor (2012, as cited in Fox, 2017, p. 82), states that a drone is “an unmanned aircraft that 

can fly autonomously”. TA-5 added that it is legal to use drones to collect data for taxation 

purposes, as regulated in Article 35A of KUP law. According to a report by the Indonesian 

Ministry of Finance (2015), drones are seen as an innovation that can assist with the 

management of state finances. Spatial data can be collected using aerial photography 

techniques. The use of drones can be advantageous for spatial data collection because they can 

create maps effectively and efficiently, and at a relatively low cost. In addition, the data 

obtained can be used for comparison because it is relatively accurate and consists of detailed 

pictures of an object’s current condition. It is also helpful when establishing benchmarks for 

data from the previous fiscal year. Moreover, the data obtained by drones can be enriched using 

Google Maps data in order to highlight specific issues or objects. Spatial data can be a 

significant factor when auditing certain taxpayers, such as oil palm plantation or chicken farm 

owners. 

 

Spatial data, in principle, is commonly used to measure plantation or farm areas. It is combined 

with plant-level investment data released by official authorities in the relevant fields and 

compared with the information provided in taxpayers’ tax returns. The critical reason for using 

spatial data is its veracity. Tax auditors need to prove that the data is valid in order to use it as 

an anchor or reference. Furthermore, tax auditors are required to have the capacity to convert 

and combine the spatial data with Google Maps data, so that it can be matched with data 

obtained from other sources. 

 

In the authors’ view, the use of spatial data for tax audit purposes will, in certain situations, be 

more complicated but it may also be more supportive for taxpayers whose businesses involve 

spatial areas, such as those in the agriculture, mining, forestry, or real estate sectors. Spatial 

data analysis still requires the use of some remote sensing analysis techniques because of its 

ambiguity (see, for example, Jain, 2008), making its utilisation as audit evidence a winding 

road. Spatial data analysis and interpretation techniques also require expertise that some tax 

auditors may not have. In this case, the proposed solution is to assign a tax appraiser who has 

knowledge of geomatics to the audit team. 
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4.5. Case 5: Web-Based and Social Media Data Extraction 

 

The Internet has changed rapidly since it was first founded, with both private sector (e-

commerce) websites and government (e-government) websites moving from being online 

brochures to becoming vehicles for interactive transactions (Drula, 2014; The World Bank, 

2002). Recently, there have been initiatives to make the Internet a social interaction, social 

media, or new media platform (Edosomwan et al., 2011; Menke & Schwarzenegger, 2019). 

This suggests that the Internet itself is big data, as it shares the characteristics known as the 

4Vs (described at the beginning of the paper). One thing that has exponentially driven changes 

in the way that the Internet is used is the convergence between two technologies that initially 

developed independently: the Internet and the mobile phone. This has allowed new businesses, 

such as e-commerce and social media platforms, to multiply. Transactions can be completed 

quickly using e-commerce (or e-marketplace) platforms. Some of these platforms are 

standalone businesses while others are integrated with other social media applications. The 

coffee maker purchase example detailed above illustrates the convergence of these 

technologies and the resulting data integration. 

 

These changes in Internet use functions and patterns have resulted in online interactions taking 

place between tax authorities and taxpayers. Taxpayers can use the Internet in order to conduct 

business transactions and social interactions. The tax authorities can take advantage of various 

forms of information that appear on the Internet, including e-commerce and social media data, 

in order to monitor taxpayer compliance. The critical challenge for tax authorities is to level 

the playing field between online commerce (via e-marketplaces or social media platforms) and 

conventional commerce. If the tax treatments for these environments are uneven, it will cause 

inequality. If they are to take advantage of the boom in e-commerce, tax authorities should 

develop a data search and collection method that can be performed online. Technically, one 

method that can be used to search and collect data from online environments is web data 

extraction or web scraping (Chaudhari & Paikrao, 2012; Krotov & Silva, 2018). Web data 

extraction for taxation purposes in Indonesia is a legitimate technique that is regulated in 

Article 35A of KUP law. 

 

TA-5, for example, was able to estimate a YouTube content creator’s income utilising the web 

data extraction technique. The auditor used the extracted or scraped data for the risk analysis 

process before performing audit tests. Next, he familiarised himself with the monetisation 

process so that he was able to estimate the content creator’s income by multiplying the number 

of content viewers and subscribers by the Google AdSense tariff. Finally, the auditor compared 

the estimated income with the income reported in the tax return to see if the amounts were 

reasonably close. 

 

Web-based data and, in particular, social media data must have very high veracity levels in 

order to be of use to the tax authority. For example, one store in an online marketplace says 

that it sells fashion products, and shows the price of the items and the number that have been 

sold. Can the information immediately be stated as the sales value of the store for VAT or 

income tax purposes? It is, of course, not that easy to confirm the store’s income solely based 

on that data. It still takes some work to establish the veracity of the data obtained from the 

Internet, including that acquired from social media platforms. Web and social media data is 

currently still used as supporting information (see, for example, OECD, 2017) for tax audit 

purposes such as profiling or gaining an understanding of a taxpayer’s business network (i.e. 

ownership, consumers, and suppliers).  
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At present, when conducting tax audits, tax authorities tend to use big data analytics in order 

to pursue quick wins. In the authors’ view, big data analytics for tax audits should be developed 

continuously in order to implement machine learning more comprehensively. 

 

4.6. Multiple Sub-Case Analysis: Some Interpretive Insights 

 

These cases have some similarities, which can be analysed further in order to formulate a 

framework that will help us to understand the impact of big data on tax audits. This section 

assembles some constructs from each sub-case so that a more systematic framework can be 

developed. 

 

The authors observed that the influence of big data on tax audits—as one of the Indonesian 

taxation system’s functions, as illustrated in Figure 2—exists in two aspects.  

 

Figure 2: Influence of Big Data Deployment in Indonesian Tax Audits 

 

 

 
 
Source: Designed by Freepik. This table was created by the authors using royalty-free images from 

www.Freepik.com  

 

First, at the audit policy level, big data integrates structured and unstructured data in a data 

lake. The integrated data is obtained either from internal or external DJP data sources. Data is 

analysed using various analytical techniques, and fed to CRM and tax audit management 

systems for tax audit policy and audit selection purposes. Moreover, at this level, big data is 

considered to be a large volume of data that multiplies rapidly, consists of various data formats, 

and has a high level of uncertainty. It can be processed in a way that supports the DJP’s CRM 

risk engine as part of the whole compliance risk management procedure. The goal is to find 

and manage taxpayers with high compliance risk profiles so that tax auditors can focus their 
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resources in order to supervise and audit these taxpayers. This should, ultimately, enable them 

to establish sustainable tax compliance. The use of big data for tax audit purposes will, of 

course, cause issues related to data security and privacy to arise. As a result, the DJP issued a 

series of provisions relating to procedures for maintaining data integrity, security, and 

availability, as detailed in DJP Regulation PER-41/PJ/2010, which concerns information 

security management policy, and DJP Circular Letter No. SE-30/PJ/2019, which concerns tax 

data access authority policy. 

 

Second, at the individual tax audit engagement (or assignment) level, the assigned tax auditor 

can access various data relating to the audited taxpayer through the audit desktop application. 

The data includes taxpayers’ full profiles, including tax returns, tax payments, VAT invoices, 

and other withholding tax slips. Tax auditors are not allowed to directly access the data lake 

that contains unstructured data relating to the taxpayer. They can only use data that has been 

processed and presented in the audit desktop application. Subsequently, the auditors design 

audit plans and programmes using the data provided. They extract the data using data extraction 

and analysis audit techniques, and perform audit tests. At audit test level, empirical evidence 

shows that: 

 

(1) Tax auditors may need to handle large volumes of data (hundreds of million records) from 

previous fiscal years (historical records). 

(2) They may also need to deal with taxpayer data format and source variations. This issue 

may, to some extent, be resolved by giving an auditor the authority to request data in a format 

that is compatible with their analytical tools. However, there is still a possibility that the data 

will only be available in its original format. 

(3) The need to establish data veracity requires the auditors to review data sources. The validity 

of a data source will determine how the data obtained from it should be processed and analysed. 

 

Based on the interviews with TA-2 and TA-3, it seems that tax auditors may be exposed to big 

data during the data extraction process. Alternatively, tax auditors can access the data lake 

directly. Therefore, tax auditors must have the competencies and skills needed to acquire data 

from taxpayers whose systems incorporate the use of big data. Meanwhile, from a data 

governance perspective, it is necessary to consider giving tax auditors access to data from 

established data lakes. In order to promote the idea of continuous improvement for tax auditors, 

the DJP, in collaboration with the Ministry of Finance’s Tax Education and Training Centre, 

has organised a series of capacity-building activities in the form of certification training 

concerning business models related to the digital economy, tax data analytics, web data 

extraction and analysis, and digital forensics for tax law enforcement. However, in the authors’ 

view, these measures are not sufficient to deal with current issues related to advanced big data 

analytics, such as cloud computing, containerisation, blockchain-based data, or deep learning 

for tax risk analysis. The DJP and the Tax Education and Training Centre should develop 

additional training programmes that address such issues. 

 

This section ends with the authors’ interpretation of how tax data should be understood, in the 

context of, and using data related to, tax audits as part of tax administration in Indonesia. With 

all its technical aspects, big data is a technological phenomenon and has become an 

organisational artefact. Therefore, it is critical that big data analytics becomes part of the tax 

administration’s functions. Based on the description above, the authors argue that the main 

outcome expected from the implementation of big data analytics in tax audits is that it will 

provide tax auditors with information that can be used as evidence that taxpayers are either 

complying or failing to comply with tax laws. 
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5. CONCLUDING REMARKS 

 

It can be concluded that the use of data, both in businesses and government institutions, is now 

always related to big data. Many vendors and technology developers are struggling to converge 

and standardise the available technological frameworks and applications. One day, big data 

platforms will be much easier to use for many purposes, including tax administration. This 

study has shown that big data is an integral part of the tax administration business process. It 

plays a critical role in all tax administration functions, including risk analysis, taxpayer 

supervision, and law enforcement. Publications produced by several tax consultancy firms have 

also noted that big data is now part of the tax planning and management procedures developed 

by taxpayers (Deloitte, 2016; EY Americas, 2019; PwC, 2015). 

 

This study set out to determine how big data influences tax audits in the context of the current 

Indonesian tax administration practices. The findings suggest that there are two indicators of 

its influence:  

 

(1) at the audit policy level, big data is used for risk analysis in order to identify taxpayers with 

high compliance risks who should be audited; thus, it can help tax administrations to achieve 

sustainable tax compliance; 

(2) at the individual audit assignment level, tax auditors are required to design audit 

programmes that demonstrate how they acquire, process, and analyse audit evidence in big data 

formats.  

 

This paper proposes two recommendations relating to the impact of big data on tax audit 

practices in Indonesia. First, it is crucial to improve tax auditors’ capacity to acquire, process, 

and analyse big data. Second, it is necessary to have a data governance policy that allows tax 

auditors to use a data lake in order to obtain data that complements the structured data that is 

readily available through standard applications. 

 

In terms of contributing to the broader tax administration literature, the results of this study 

show how tax authorities incorporate big data in tax administration tasks. Subsequent research 

could explore this further, investigating, for example, the characteristics of taxpayers’ business 

processes that drive them to utilise big data as part of their data management procedures, how 

big data affects corporate tax planning and management processes (including data exchange 

between taxpayers and their tax advisers), or the need for tax authorities to adjust their 

provisions for data exchange in terms of cooperative tax compliance schemes, tax audit 

technical guidelines, and improved standard audit file structures and formats. 
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